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#### Abstract

Models of active Brownian motion in two-dimensional (2D) systems developed earlier are investigated with respect to the influence of linear attracting forces and external noise. Our consideration is restricted to the case that the driving is rather weak and that the forces show only weak deviations from radial symmetry. In this case an analytical study of the bifurcations of the system is possible. We show that in the presence of external linear forces with only small deviations from radial symmetry, the system develops rotational excitations with leftright symmetry, corresponding to limit cycles in the 4D phase space, the corresponding distribution has the form of a hoop or a tire in the 4D space. In the last part we apply the theory to swarms of Brownian particles that are held together by weak and attracting forces, which lead to cluster formation. Since near the center the potential is at least approximately parabolic and near to the radial symmetry, the swarm develops rotational modes of motion with left-right symmetry.
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## I. INTRODUCTION

Recently several papers describing coherent motions of swarms were published [1-14]. It was shown there that relatively simple physical models can be used to describe complex behavior of moving clusters in physics [3,15], biology [ $6,8,9,14,16]$ and social systems [11, 12,17]. In many of these published works, spontaneous motions of clusters were shown to arise from a self-propelling feature of individual particles $[1,5,6,8-10,13]$.

In $[1,5,10,11,16]$ the influence of noise on the coherent behavior of the swarms was studied. In most of the cases a phase transition in the type of coherent motion was predicted, with increasing noise. Rotational modes, or vortex states, were observed, for example, in Ref. [5]. Vortex states, objects of high current interest, can be used for the description of flocks of birds [2,7], systems of dusty plasmas [3], and bacteria in a Petri dish [4,6,9,13].

In earlier papers [18-20] we introduced a generalized idea of stochastically moving species, active Brownian particles. We want to recall this approach that will be used later on. Active Brownian particles are Brownian particles with the ability to take up energy from the environment and use it for the acceleration of motion. Simple models composed of active Brownian particles were studied in many earlier works [21-24]. As already mentioned flocking behavior was described by interacting mechanisms so far [25]. The concept of self-propelled particles [1] leads to flocking behavior because of locally interacting particles that differ from previous models due to an intrinsic driving force. In this paper we extend previous studies to include the interplay of selfpropelling features and direct interaction forces simultaneously that lead to the rotating clusters or to oscillating clusters in one dimension (1D) [10]. This paper unites the

[^0]active motion concept, for example self-propelling particles, with direct particle-particle interaction. This results in a wider variety of possible models especially for biological systems. While previous studies $[1,5,25]$ were able to describe simple collective motions, they were unable to accommodate properties of individual particles, for example, specific attractive interactions that would lead to swarming.

The question that will be addressed here is; why can clusters of interacting particles collect as a swarm and then rotate as, for example, exhibited by flocks of birds, and what could be a plausible reason for these motions. Another problem we would like to address is; what is the consequence of broken radial symmetry of the swarm, can spontaneous rotations be stopped by certain amount of asymmetry?

In contrast to previous studies $[1,4,5,13]$ the selfpropelling feature is modeled by active Brownian particles with negative friction $[18-20,26]$ that are able to convert stored internal energy into motion. As we show below, this self-propelling feature combined with the attractive particleparticle interaction is a sufficient reason accounting for the formation of swarms and this subsequent vortexlike motion.

We will start our investigations by adding to the dynamics of simple physical Brownian particles different mechanisms such as pumping with free energy, which may be realized in several steps as by energy take up, storage and conversion of energy, and energy consuming motion. In this way, the particle motions become more complex resulting in dynamical features that may resemble active biological motions. Hence, the basic idea can be formulated as follows: how much physics is needed to achieve a degree of complexity that gives us the impression of motional phenomena found in biological systems? We will come back to this question in the last part.

In this paper, we will study only the motion in external fields on a plane $(d=2)$. In particular we are interested in rotational motions that are excited by the coupling of nonlinear velocity-dependent (negative) friction terms and interaction forces that can be described by a mean field.

In Sec. II, we revisit the idea of pumping by negative friction and outline the basic dynamics of our model including Langevin and Fokker-Planck equations.

In Sec. III we outline our previous studies of rotationally symmetric external potentials.

In Sec. IV we consider the case of active Brownian motion in external potentials without rotational symmetry, in particular, in asymmetric parabolic potentials.

In Sec. V we discuss applications of the theory to rotational excitations of pairs, clusters and swarms.

## II. EQUATIONS OF MOTION FOR ACTIVE BROWNIAN DYNAMICS

The motion of Brownian particles with velocitydependent friction can be described by the Langevin equation,

$$
\begin{equation*}
\dot{\boldsymbol{r}}=\boldsymbol{v} ; \quad m \dot{\boldsymbol{v}}=-\gamma(\boldsymbol{v}) \boldsymbol{v}-\boldsymbol{\nabla} U(\boldsymbol{r})+\boldsymbol{\xi}(t), \tag{1}
\end{equation*}
$$

where $\gamma(\boldsymbol{v})$ is the effective friction function of the particle with mass $m$ at position $\boldsymbol{r}$, moving with velocity $\boldsymbol{v} . U(\boldsymbol{r})$ can be either an external potential or the result of a mean field. In the following we will choose units in which $m \equiv 1 . \boldsymbol{\xi}(t)$ is a stochastic force with strength $D$ and a $\delta$-correlated time dependence,

$$
\begin{equation*}
\langle\boldsymbol{\xi}(t)\rangle=0 ; \quad\left\langle\boldsymbol{\xi}(t) \boldsymbol{\xi}\left(t^{\prime}\right)\right\rangle=2 D \delta\left(t-t^{\prime}\right) \tag{2}
\end{equation*}
$$

In the case of systems in thermal equilibrium, with $\gamma(\boldsymbol{v})$ $=\gamma_{0}=$ const, we may assume that the loss of energy resulting from friction, and the gain of energy resulting from the stochastic force, are compensated in the average. In this case the fluctuation-dissipation theorem (Einstein relation) is,

$$
\begin{equation*}
D=k_{B} T \gamma_{0} \tag{3}
\end{equation*}
$$

where $T$ is the temperature, $k_{B}$ is the Boltzmann constant, and $D$ is a scaled expression for the strength of the stochastic force in the velocity space.

In this paper we are mainly interested in the influence of forces and interactions where velocity-dependant pumping plays an important role as found, for example, in certain models of the theory of sound developed by Rayleigh [27]. In the simplest case we may assume the following friction function for an individual Brownian particle:

$$
\begin{equation*}
\gamma(\boldsymbol{v})=-\alpha+\beta \boldsymbol{v}^{2}=\alpha\left(\frac{\boldsymbol{v}^{2}}{\boldsymbol{v}_{0}^{2}}-1\right) . \tag{4}
\end{equation*}
$$

This Rayleigh-type model is a standard model studied in many papers on Brownian dynamics [21]. We note that $\boldsymbol{v}_{0}^{2}$ $=\alpha / \beta$ defines a special value of the velocities such that the effective friction is zero. A somewhat different model for active friction with a zero point $\boldsymbol{v}_{0}$ was introduced and treated by the authors of Refs. $[18,19]$. There the friction function is based on the a model of Brownian motion with energy depot. The authors of Refs. [18-20] assume that the Brownian particle itself is capable of taking up external en-
ergy and storing some of this in an internal energy depot, $e(t)$. This depot model leads to the friction function

$$
\begin{equation*}
\gamma(\boldsymbol{v})=\gamma_{0}-\frac{d_{0} q_{0}}{c+d_{0} \boldsymbol{v}^{2}} \tag{5}
\end{equation*}
$$

where $q_{0}$ the rate of the energy uptake, $c$ the strength of internal dissipation, and $d_{0}$ the conversion rate of internal energy into energy of motion.

Due to the pumping slow particles are accelerated and fast particles are damped. For certain conditions, the active friction functions have a zero corresponding to the stationary velocity $\boldsymbol{v}_{0}$, where the effective friction disappears. The deterministic trajectory of the system is in both cases attracted by a cylinder in the 4 D phase space $[20,28]$ given by

$$
\begin{equation*}
v_{1}^{2}+v_{2}^{2}=\boldsymbol{v}_{0}^{2} \tag{6}
\end{equation*}
$$

where $\boldsymbol{v}_{0}$ is the value of the stationary velocity which for the Rayleigh-model, is given by $\boldsymbol{v}_{0}^{2}=\alpha / \beta$ and for the depot model by $\boldsymbol{v}_{0}^{2}=q_{0} / \gamma_{0}-c / d_{0}$. The parameter $\mu=\alpha / \beta$ in the Rayleigh model and $\mu=q_{0} / \gamma_{0}-c / d_{0}$ for the depot model plays the role of a bifurcation parameter. Both the Rayleighmodel and the depot model show a bifurcation if $\mu$ becomes greater than zero, i.e., $\boldsymbol{v}_{0}$ becomes real. If the bifurcation parameter is greater then zero in both models the system is in the pumping regime. For $\mu<0$ the particles behave similar to the classical friction case.

We will restrict here our study to the case of rather weak driving forces. Near to the bifurcation point both models may be unified. Therefore we use the Rayleigh model for all further investigations.

The stationary solutions of the Fokker-Planck equation for the probability distribution $P(\boldsymbol{r}, \boldsymbol{v}, t)$

$$
\begin{equation*}
\frac{\partial P}{\partial t}=-\boldsymbol{v} \cdot \frac{\partial P}{\partial \boldsymbol{r}}-\nabla U(\boldsymbol{r}) \cdot \frac{\partial P}{\partial \boldsymbol{v}}+\frac{\partial}{\partial \boldsymbol{v}} \cdot\left\{\gamma(\boldsymbol{v}) \boldsymbol{v} P+D \frac{\partial P}{\partial \boldsymbol{v}}\right\} \tag{7}
\end{equation*}
$$

reads for the Rayleigh model [20]

$$
\begin{equation*}
P_{0}(\boldsymbol{v})=C \exp \left[\frac{\beta \boldsymbol{v}^{2}}{2 D}\left(\mu-\frac{1}{2} \boldsymbol{v}^{2}\right)\right] \tag{8}
\end{equation*}
$$

The shape of this distribution Eq. (8) can be seen in Fig. 1. A bifurcation to limit cycle at $\mu=0$ can be seen for the noisy system. It is obvious that the system above the bifurcation point is far from equilibrium and shows a permanent motion of the particles. Noise mediated Hopf bifurcations were earlier studied in Refs. [29,30].

## III. ACTIVE MOTION IN EXTERNAL POTENTIALS WITH ROTATIONAL SYMMETRY

For further investigations, let us summarize results found in earlier works [18-20]. We specify the potential $U(\boldsymbol{r})$ as a symmetric parabolic potential:


FIG. 1. Normalized stationary distribution $P_{0}\left(v_{1}, v_{2}\right)$ of the noisy fixed point and limit cycle in the velocity space for increasing values of $\mu=-1.0$ (upper), $\mu=4.0$ (lower), $\beta=1.0$.

$$
\begin{equation*}
U\left(x_{1}, x_{2}\right)=\frac{1}{2} a\left(x_{1}^{2}+x_{2}^{2}\right) \tag{9}
\end{equation*}
$$

First, we restrict the discussion to a deterministic motion, which then is described by the differential equations:

$$
\begin{align*}
& \ddot{x}_{1}=-\gamma\left(v_{1}, v_{2}\right) v_{1}-a x_{1},  \tag{10a}\\
& \ddot{x}_{2}=-\gamma\left(v_{1}, v_{2}\right) v_{2}-a x_{2} . \tag{10b}
\end{align*}
$$

For the one-dimensional Rayleigh-model this system possesses a limit cycle corresponding to sustained oscillations with the energy $E_{0}=\alpha / \beta$.

For the 2D case we have shown in Ref. [20] that a limit cycle in the 4D phase space is developed. The projection of this periodic motion on the $\left\{v_{1}, v_{2}\right\}$ plane and on the $\left\{x_{1}, x_{2}\right\}$ plane are circles

$$
\begin{align*}
& v_{1}^{2}+v_{2}^{2}=v_{0}^{2}=\text { const } \\
& x_{1}^{2}+x_{2}^{2}=r_{0}^{2}=\mathrm{const} \tag{11}
\end{align*}
$$

The limit cycle energy is

$$
\begin{equation*}
E_{0}=\frac{v_{0}^{2}}{2}+\frac{a}{2} r_{0}^{2} \tag{12}
\end{equation*}
$$

It has been shown in Ref. [18], that any initial value of the energy converges (at least in the limit of strong pumping) to

$$
\begin{equation*}
H \rightarrow E_{0}=m v_{0}^{2} . \tag{13}
\end{equation*}
$$

This corresponds to an equal distribution between kinetic and potential energy, i.e., both parts contribute the same amount to the total energy. The motion on the limit cycle in the 4 D space may be represented by the four equations

$$
\begin{gather*}
x_{1}=r_{0} \sin \left(\omega_{0} t+\phi_{0}\right), \quad v_{1}=-r_{0} \omega_{0} \cos \left(\omega_{0} t+\phi_{0}\right) \\
x_{2}=r_{0} \cos \left(\omega_{0} t+\phi_{0}\right), \quad v_{2}=r_{0} \omega_{0} \sin \left(\omega_{0} t+\phi_{0}\right) \tag{14}
\end{gather*}
$$

The frequency follows by estimations of the time the particle needs for one period moving on the circle with radius $r_{0}$ with constant speed $v_{0}$ :

$$
\begin{equation*}
\omega_{0}=\frac{v_{0}}{r_{0}}=\left(\frac{a}{m}\right)^{1 / 2}=\omega \tag{15}
\end{equation*}
$$

This means, the particle oscillates even at strong pumping with the frequency given by the linear oscillator frequency $\omega$ (at least in our approximation).

The trajectory defined by the above four equations is like a hoop in the 4D space. Most projections to the 2D subspaces are circles or ellipses however there are two subspaces, namely, $x_{1}-v_{2}$ and $x_{2}-v_{1}$ where the projection is like a rod [20] .

Varying the initial conditions of the system a second limit cycle can be obtained. This limit cycle forms also a hula hoop that is different from the first one. However both limit cycles have the same projections on the $\left\{x_{1}, x_{2}\right\}$ and on the $\left\{v_{1}, v_{2}\right\}$ plane. The projection to the $\left\{x_{1}, x_{2}\right\}$ plane has the opposite sense of rotation in comparison with the first limit cycle. The separatrix between the two attractor regions is given by the following plane in the 4 D space:

$$
\begin{equation*}
\left(\omega_{0} x_{1}-v_{1}\right)+\left(\omega_{0} x_{2}-v_{2}\right)=0 \tag{16}
\end{equation*}
$$

Applying similar arguments to the stochastic problem we expect that the two hoops are converted into a distribution with the appearance of two embracing hoops with finite size, which for strong noise converts into two embracing hoops in the 4D phase space (see [20] for details). In order to obtain the explicit form of the distribution, we introduce the amplitude-phase representation

$$
\begin{gather*}
x_{1}=\rho \sin \left(\omega_{0} t+\phi\right), \quad v_{1}=\rho \omega_{0} \cos \left(\omega_{0} t+\phi\right) \\
x_{2}=\rho \cos \left(\omega_{0} t+\phi\right),  \tag{17}\\
v_{2}=-\rho \omega_{0} \sin \left(\omega_{0} t+\phi\right)
\end{gather*}
$$

where radius $\rho$ and phase $\phi$ are slow and fast stochastic variables, respectively. By using the standard procedure of averaging with respect to the fast phases we obtain for the Rayleigh model of pumping the following distribution of the radii:

$$
\begin{equation*}
P_{0}(\rho) \simeq \exp \left[\frac{\beta \omega_{0}^{2}}{D} \rho^{2}\left(\mu-\frac{1}{2} \omega_{0}^{2} \rho^{2}\right)\right] . \tag{18}
\end{equation*}
$$

We see that the probability crater is surrounded by the two deterministic limit cycles (see Fig. 2). The full stationary probability in the 4D phase space has the form of two hula


FIG. 2. Probability distribution $P_{0}(\rho)$ in the coordinate space $\left\{x_{1}, x_{2}\right\}$. One can easily see that the region of the most probable radii is located above the two limit cycles which were obtained from simulations. ( $D=0.03$. All other parameters are set equal to 1.)
hoop distributions. The projections of the distribution onto the $\left\{x_{1}, x_{2}\right\}$ plane and to the $\left\{v_{1}, v_{2}\right\}$ plane are 2D rings. The hula hoop distribution intersects perpendicularly the $\left\{x_{1}, v_{2}\right\}$ plane and the $\left\{x_{2}, v_{1}\right\}$ plane. The projections to these planes are rodlike, and the intersection manifold with these planes consists of two ellipses located in the diagonals of the planes [20].

For an arbitrary initial condition one of two the rotational motions within the parabolic potential is excited. In the deterministic case this rotation remains a stable solution of the trajectory of one particle. To this rotation belongs a certain value of the angular momentum. For nonvanishing perturbations, e.g. white noise, the particle is able to cross the separatrix between the two rotational modes (limit cycles). In this case one can observe an inversion of the angular momentum of the particle [20].

## IV. BIFURCATION ANALYSIS OF THE DYNAMICS OF A SYSTEM WITH AN ASYMMETRIC POTENTIAL

Without external fluctuations the system (1) has radial symmetry. In the mathematical context such dynamical systems are degenerate and structurally unstable. From the physical viewpoint, radial symmetry is a special situation, i.e., the gravitational field of point masses has strict radial symmetry and, therefore, this is true also for a twodimensional mass-point pendulum. In real physical systems the radial symmetry is, in general, broken, e.g., a real pendulum in the earth field has no strict radial symmetry. Thus the oscillator with radial symmetry can only be considered as a particular case of corresponding real system that has some asymmetry. In addition to these general arguments we have some special motivation to study the case of broken radial symmetry. We plan the transition from external fields to mean fields generated by swarms of particles. First steps into this direction will be done in the last paragraph of this paper. However the mean field generated by a swarm will have no radial symmetry except the degenerate case that the swarm of particles and the forces have strict radial symmetry. In general swarms of particles can have a variety of rather complicated forms that leads to asymmetric mean fields. Thus our motivation is, to investigate the consequences of broken radial symmetry on the generation of rotational modes.

For the reasons explained above we will introduce into
the model (1) a frequency mismatch between the partial subsystems. In this case the potential $U(r)$ has an elliptic, slightly extended shape. In other words, the expression for the symmetric potential Eq. (9) can be rewritten as follows:

$$
\begin{gather*}
U\left(x_{1}, x_{2}\right)=\frac{1}{2}\left(a_{1} x_{1}^{2}+a_{2} x_{2}^{2}\right)  \tag{19a}\\
\sqrt{\frac{a_{1}}{a_{2}}}=\Delta=\frac{\omega_{1}}{\omega_{2}} \tag{19b}
\end{gather*}
$$

With this, the deterministic part of Eq. (1) leads to

$$
\begin{align*}
& \dot{x}_{1}=v_{1}, \quad \dot{v}_{1}=\left[\alpha-\beta\left(v_{1}^{2}+v_{2}^{2}\right)\right] v_{1}-\omega_{1}^{2} x_{1}  \tag{20a}\\
& \dot{x}_{2}=v_{2}, \quad \dot{v}_{2}=\left[\alpha-\beta\left(v_{1}^{2}+v_{2}^{2}\right)\right] v_{2}-\omega_{2}^{2} x_{2} \tag{20b}
\end{align*}
$$

For $\Delta \neq 1$ the system (20) is structurally stable or is one of the common propositions according to Arnold's nomenclature. It can describe the interaction of two oscillators, including the influence of noise.

To understand the dynamics of system (20), we first turn again to the symmetric case where $\omega_{1}^{2}=\omega_{2}^{2}$. We introduce a complex variable $z=x_{1}+j x_{2}$ by setting $\omega_{1}^{2}=\omega_{2}^{2}=\omega_{0}^{2}$. From Eq. (20) it follows that

$$
\begin{equation*}
\ddot{z}-\beta\left(\frac{\alpha}{\beta}-|\dot{z}|^{2}\right) \dot{z}+\omega_{0}^{2} z=0 \tag{21}
\end{equation*}
$$

Equation (21) has periodic solutions of the form

$$
\begin{equation*}
z(t)=z \exp \left( \pm j \omega_{0} t\right)=|z| \exp (j \Phi) \exp \left( \pm j \omega_{0} t\right) \tag{22}
\end{equation*}
$$

where the phase $\Phi$ takes any value in the interval $[0,2 \pi]$. When we consider the symmetric case, we have an infinite number of periodic solutions [see Eq. (22)]. However, linear analysis cannot yield information about their stability. In numeric calculations, we can really detect six limit cycles (in the symmetric case). Each of them possesses its own type of symmetry. When there is a detuning $(\Delta \neq 1)$, only two limit cycles remain stable, namely, $\Gamma_{1}$ and $\Gamma_{2}$ as described in detail in Sec. III. Further on we consider only these two.

Figure 3 shows projections of cycles $\Gamma_{1}$ and $\Gamma_{2}$ on different planes of the phase variables. It can be seen that the cycles are symmetric mirror images of one another. Therefore, we will perform the bifurcation analysis only for cycle $\Gamma_{1}$.

We estimate the stability of cycle $\Gamma_{1}$ by calculating its Floquet multipliers and registering the bifurcations when the multipliers reach the unit circle. A bifurcation diagram for the cycle $\Gamma_{1}$ on the $(\alpha-\Delta)$ plane is shown in Fig. 4 for fixed $\beta=1$ and $\omega_{1}=2$. Inside region I , we have the $1: 1$ resonance on a two-dimensional torus. The resonance domain is bounded by the bifurcation lines $l_{1}$ which correspond to a saddle-node bifurcation of cycle $\Gamma_{1}$ (its largest multiplier becomes equal to +1 ).

Cycle $\Gamma_{1}$ is stable inside the synchronization region I. When crossing the line $l_{1}$ the cycle merges with a relevant saddle cycle and disappears. The resonance structure on the


FIG. 3. Limit cycles of the detuned system without noise. The system kept two of six cycles found in the symmetric system. This is also an overview of the variety of cycles in the stabilization region I (see also Fig. 4).
torus is thus destroyed, and so the torus becomes ergodic. A full bifurcation diagram for system (20) is shown in Fig. 5 and illustrates a classical picture of Arnold's tongues corresponding to rational values of the winding number $\Theta$ $=m: n, m, n=1,2, \ldots$.

From a physical viewpoint, Fig. 5 testifies to the presence of multistability in the system (20). This phenomenon is con-


FIG. 4. Region of synchronization of the coupled oscillators for fixed $\beta=1$ and $\omega_{1}=2$. Within the gray region (I) the limit cycles $\Gamma_{1}$ and $\Gamma_{2}$ are stable even under small perturbations (noise) (see also Fig. 7). The region represents the $1: 1$ resonance of a twodimensional torus.
ditioned by an overlapping of the resonance regions as the parameter $\alpha$ increases. This fact allows one to understand the peculiarities of the system response to external noise. For instance, inside the $1: 1$ region (region I in Fig. 4) the effect of noise causes the trajectory to wander in the neighborhoods of stable cycles $\Gamma_{1}$ and $\Gamma_{2}$ (see Fig. 6). Outside the synchronization region phase trajectories are more complicated and intertwined (see Fig. 7). Such behavior is determined by the presence of a large number of dynamical regimes in system (20), which include both ergodic and periodic trajectories.

## V. MOTION OF PAIRS, CLUSTERS, AND SWARMS

An application of the theoretical results given above, is the following: Let us imagine two Brownian particles that are pairwise bound to a dumb-bell-like configuration by a potential $U\left(\left|r_{1}-r_{2}\right|\right)$ with parabolic shape. Then the motion consists of two independent parts: The free motion of the center of mass having the coordinates


FIG. 5. Full bifurcation diagram of the system (20) showing the Arnold tongues.


FIG. 6. Overview of the variety of cycles in the stabilization region I with noise. The stochastic trajectories are situated close to the deterministic cycles $\Gamma_{1}$ and $\Gamma_{2}$.

$$
\begin{equation*}
X_{1}=\frac{1}{2}\left(x_{11}+x_{21}\right) ; \quad X_{2}=\frac{1}{2}\left(x_{12}+x_{22}\right), \tag{23}
\end{equation*}
$$

and the relative motion described by the coordinates

$$
\begin{equation*}
\tilde{x}_{1}=x_{11}-x_{12} ; \quad \tilde{x}_{2}=x_{12}-x_{22} \tag{24}
\end{equation*}
$$






FIG. 7. Overview of the variety of cycles outside the stabilization region I with noise. The limit cycles are not stable anymore. The trajectories leave the 1:1 resonance and are situated on the full torus now.
under the influence of the potential. The motion of the center of mass $M$ is approximately described by the equations:

$$
\begin{align*}
& \dot{X}_{1}=V_{1}, \quad M \dot{V}_{1}=-\gamma\left(V_{1}, V_{2}\right) V_{1}, \\
& \dot{X}_{2}=V_{2}, \quad M \dot{V}_{2}=-\gamma\left(V_{1}, V_{2}\right) V_{2} . \tag{25}
\end{align*}
$$

Further the relative motion is approximately described by the equations:

$$
\begin{align*}
& \dot{\tilde{x}}_{1}=\tilde{v}_{1}, \quad \frac{1}{2} \dot{\tilde{v}}_{1}=-\gamma\left(\tilde{v}_{1}, \tilde{v}_{2}\right) \tilde{v}_{1}-a_{1} \tilde{x}_{1}  \tag{26a}\\
& \dot{\tilde{x}}_{2}=\tilde{v}_{2}, \quad \frac{1}{2} \dot{\tilde{v}}_{2}=-\gamma\left(\tilde{v}_{1}, \tilde{v}_{2}\right) \tilde{v}_{2}-a_{1} \tilde{x}_{2} . \tag{26b}
\end{align*}
$$

As a consequence, the center of mass of the dumb bell will make a driven Brownian motion, but in addition the dumb bell is driven to rotate around its center of mass. What we observe then is a system of pumped Brownian molecules which, with respect to their center of mass velocities, have a distribution corresponding to Eq. (8). However the internal degrees of freedom are also excited and we observe driven rotations and, in general, oscillations also. In this way we have shown that the mechanisms described here may be used also to excite the internal degrees of freedom of Brownian molecules.

An extension of this theory of pairs can be an application to the motion of clusters of active particles. Let us assume that the interaction of the particles within the cluster is given by a van der Waals shaped interaction with a relatively long range tail. For example, we may use the interaction model proposed by Morse [31,32]

$$
\begin{equation*}
\phi_{i j}=\frac{A}{2 b}\left[\left(e^{-b(r-\sigma)}-1\right)^{2}-1\right] . \tag{27}
\end{equation*}
$$

Because of the attracting tail the particles will bind to the clusters. The individual particles then move in the collective field of the other particles. This can be represented in a mean field approximation,

$$
\begin{equation*}
V(\tilde{\boldsymbol{r}})=\int d \boldsymbol{r}^{\prime} \phi\left(\tilde{\boldsymbol{r}}-\boldsymbol{r}^{\prime}\right) \rho\left(\boldsymbol{r}^{\prime}\right) \tag{28}
\end{equation*}
$$

where $\tilde{\boldsymbol{r}}=\left(\tilde{x}_{1}, \tilde{x}_{2}\right)$ is the radius vector counted from the center of mass, and $\rho\left(\boldsymbol{r}^{\prime}\right)$ is the mean density within the cluster. Approximating $V$ by a quadratic,

$$
\begin{equation*}
V\left(\tilde{x}_{1}, \tilde{x}_{2}\right)=V_{0}+\frac{1}{2}\left(a_{1} \tilde{x}_{1}^{2}+a_{2} \tilde{x}_{2}^{2}\right)+\cdots \tag{29}
\end{equation*}
$$

we arrive again at the harmonic problem we have studied above. In general, due to the asymmetries of the shape of a the swarm we will have $a_{1} \neq a_{2}$. In other words, the individual particles in the cluster move, at least in a certain approximation, in an asymmetric parabolic potential. This is responsible for the excitation of an angular momentum. As a result of this we observe rotating clusters of Brownian particles that change the direction of rotation due to the influence of noise (see Figs. 8 and 9). Due to the noise induced perturbations the excited angular momentum changes sign randomly as well (Fig. 9).

The aforementioned model application may be interesting, for example, to biologists, since it describes vortex-type motions that change direction spontaneously and randomly


FIG. 8. Rotating cluster of 20 particles for different time steps. The arrows correspond to the velocity of the single particle. Because of the influence of noise the cluster changes the direction of rotation randomly.
as observed under certain conditions with actual biological swarms [33]. Similarly to the case of the dumb bells, the clusters will be driven to make spontaneous changes in the directions of rotation. Finally a stationary state will be


FIG. 9. Evolution of the angular momentum of the cluster. One can see that it stochastically changes the sign.
reached that is a mixture of rotating clusters. With increasing asymmetry of the shape of the cluster or swarm, the differences between $a_{1}$ and $a_{2}$ will increase. Consequently we can predict, according to our findings in Sec. IV, that strongly nonsymmetric clusters, will switch from more or less regular rotations to more irregular motions. The overlapping structure of the Arnold tongues in Fig. 5 suggests that the irregular motion can be chaotic.

## VI. DISCUSSION

The main objective of this work was to study the influence of linear attracting forces on active Brownian particles. We studied both external forces and particle-particle interaction forces as well.

The basic assumption was to add to the dynamics of simple physical Brownian particles a different mechanism: pumping with free energy. This was realized by including energy uptake into a depot, and simultaneous conversion of the energy into mechanical motion, with stochastic influences. In this way, as we have shown, motions of the particles become more complex, showing different dynamical features and, in particular, the appearance of rotational
modes. The main topic of this investigation was the study of linear forces that do not possess the property of radial symmetry acting on the particles. We have shown that with increasing asymmetry the limit cycles describing the rotational modes are destroyed, and the bifurcation diagram shows typical Arnold tongues. This might affect the behavior of clusters or swarms that typically perform left or right rotations but may switch to an irregular dynamics if the asymmetry is large enough.

From summarizing the results above one can deduce that the combination of self-propelling features with particleparticle interaction forces that form a mean field to every particle can resemble vortex-type motions. The connection of the nonlinear driving forces with paraboliclike mean fields shows stable rotational modes within the first Arnold tongue. The higher the energy uptake rate the more asymmetric the mean field can be for stable rotations of the clusters. If the rotational modes are destroyed it is due to the increasing asymmetry of the cluster or due to the decreasing energy uptake of the single particles.

Therefore the shown model may resemble active biological motion. At least it could be a first ansatz to model biological systems that show swarming behavior with vortextype modes. The advantage of the model is the simplicity of the system of equations. It would be very easy to apply this approach to more concrete biological systems. In order to avoid misunderstandings we underline, that we did not intend here to model any particular nonphysical object. Instead we analyze particular physical, nonequilibrium systems that show new types of dynamics. These results might be of interest for later, more concrete applications in particular to the dynamics of swarms.
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